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ABSTRACT: The interaction of CO, CO2, CO + H2, CO2 + H2,
and CO + CO2 + H2 with the nickel (110) single crystal
termination has been investigated at 10−1 mbar in situ as a function
of the surface temperature in the 300−525 K range by means of
infrared-visible sum frequency generation (IR−vis SFG) vibrational
spectroscopy and by near-ambient pressure X-ray photoelectron
spectroscopy (NAP-XPS). Several stable surface species have been
observed and identified. Besides atomic carbon and precursors for
graphenic C phases, five nonequivalent CO species have been
distinguished, evidencing the role of coadsorption effects with H
and C atoms, of H-induced activation of CO, and of surface
reconstruction. At low temperature, carbonate species produced by
the interaction of CO2 with atomic oxygen, which stems from the
dissociation of CO2 into CO + O, are found on the surface. A metastable activated CO2

− species is also detected, being at the
same time a precursor state toward dissociation into CO and O in the reverse water−gas shift mechanism and a reactive species
that undergoes direct conversion in the Sabatier methanation process. Finally, the stability of ethylidyne is deduced on the basis
of our spectroscopic observations.

■ INTRODUCTION

At present, the practical conversion of CO2 in industrial
processes is still limited to few cases like the synthesis of urea,
salicylic acid, and polycarbonates for plastics. However, the
catalytic hydrogenation of carbon dioxide is currently attracting
growing attention for the clean synthesis of energy vectors and
chemicals.1,2 In addition to the well-known sequestration issues
related to its greenhouse effects, CO2 is expected to be a nearly
zero or even negative cost feedstock for conversion into fuels.1

In this perspective, many research efforts are being dedicated to
better understand its (electro)catalytic conversion mechanisms.
More specifically, a large variety of processes to obtain methane
and higher hydrocarbons, methanol and higher alcohols, formic
acid and other oxygenates are currently under investigation.3

Generally speaking, and depending on the catalyst and on the
specific reaction conditions, hydrogenation of CO2 can produce
CO via the reverse water−gas shift reaction (RWGS: CO2 + H2

→ CO + H2O) or methane via the methanation process (CO2

+ 4H2 → CH4 + 2H2O). In principle the RWGS reaction could
represent an intermediate step in the methanation process,
being possibly followed by the methanation of CO. In this
respect, an extended set of model investigations has appeared in
the scientific literature, with the aim of shedding light on the
atomic-level details of the underlying reaction mechanisms. In

particular, nickel was reported to play an important role as a
catalyst or as a dopant since the early studies of the Sabatier
process.1−9 However, there is still a consistent gap between the
applicable reaction conditions of industrial supported hetero-
geneous catalysts and both theoretical and experimental
modeling conditions. This is mainly ascribed to the well-
known issues related to the material and pressure gaps. In
relation to nickel single crystal surfaces, very detailed
investigations concerning the CO2 and CO hydrogenation
mechanisms have been reported, suggesting the presence of an
activated CO2

− species that can both dissociate into CO + O or
undergo direct hydrogenation to a stable formate species or via
a reactive hydrocarboxyl intermediate.8,10−19 Recently, deeper
insight has been obtained on Ni(110) by exploiting near-
ambient pressure X-ray photoelectron (NAP-XPS) spectrosco-
py measurements performed in situ in the 10−1 mbar range,11

thus clarifying the role of metallic, oxidic, and carbidic/
graphenic states of the surface.
Here we report the results obtained by coupling NAP-XPS

with the complementary approach of infrared-visible sum-
frequency generation (IR−vis SFG) vibrational spectroscopy.
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The latter technique is indeed intrinsically sensitive to
interfaces and allows bridging the pressure gap issues,20,21

thus providing insight onto the catalyst’s surface during the
reaction with the gas phase, and even in liquid and under
electrocatalytic conditions. By combining NAP-XPS and IR−vis
SFG approaches, and by comparing the corresponding
spectroscopic results with previous literature data, we are able
to identify the presence of several stable species on the Ni(110)
surface during the reaction of CO2 and CO with hydrogen in
the 300−525 K range. Besides atomic carbon and precursors
for graphenic phases, five distinct CO species, an activated
CO2

− reaction precursor, carbonate, and the fingerprints of a
stable ethylidyne intermediate are observed.

■ METHODS
SFG Experiments. Infrared-visible sum frequency generation22

vibrational spectroscopy measurements were performed at the Physics
Department of the University of Trieste in a dedicated setup described
elsewhere.23 The Ni(110) sample was mounted by means of Ta wires
that allowed resistive heating up to 1300 K in ultrahigh vacuum
(UHV) and up to 800 K in the reactor (K-type thermocouple). The
system allows transferring the sample between the high-pressure cell
and the UHV environment without breaking the vacuum. The reactor
was equipped with a gas handling system in order to control the
pressure of the reactants, allowing for constant-flow steady-state
reaction conditions, while the inlet of the infrared and visible beams, as
well as the outlet of the SFG signal, were provided by UHV-
compatible BaF2 windows. The excitation source and the detection
system (EKSPLA) deliver a 532 nm visible beam and tunable IR
radiation in the 1000−4500 cm−1 range, and yield an ultimate energy
resolution of the SFG signal better than 6 cm−1. In the present study
all spectra were collected in the p−p−p polarization configuration
(SFG-visible-infrared).
For each experiment, the Ni(110) surface was cleaned by standard

cycles of Ar+ sputtering and annealing in UHV. Surface order was
checked by LEED, yielding a sharp (1 × 1) pattern with extremely low
background. Typical spectra acquisition time was about 15 min for the
C−O and about 180 min for the C−H stretching regions, respectively.
Data were collected, as for the XPS spectra, under steady-state
conditions at equilibrium, since time-resolution was not enough to
gather information about transients. The sample was reprepared after
each experiment.
After normalization to the impinging visible and IR intensities, SFG

spectra were analyzed by least-squares fitting methods to the following
widely used parametric, effective expression of the nonlinear second
order susceptibility,24−27 explicitly accounting for the IR resonances of
the IR−vis transitions and for the nonresonant background:
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In this expression ANRes and Ak account for the real amplitudes of
the nonresonant and kth-resonant contributions, respectively, Δφk is
the phase difference between the kth-resonance and the nonresonant
background, ωk is the energy of the kth-resonance, and Γk its
Lorentzian broadening related to the resonance lifetime. Additional
details about the SFG experimental setup, the data analysis and the
interpretation of the spectral quantities plotted in the figures can be
found in a previous contribution.23

A very detailed and careful analysis of the SFG spectra was
performed in order to obtain a reliable identification of the
contributions originating from different species in the C−O stretching
region, particularly for the S1−3 features associated with bridge and on-
top CO in coadsorption phases (Table 1). A unique set of “best” line
shape parameters was obtained recursively, allowing optimal fitting of
the whole data set, apart from slight variations in the line positions
and/or changes in the resonance phase values. In preliminary
experiments, lineshapes for the on-top and bridge carbon monoxide

species were independently derived from the spectra in which each
single species was separately present, as obtained by pure CO or pure
CO2 adsorption under UHV conditions from a 10−7 mbar background.
For each SFG spectrum throughout the manuscript we plot the
normalized SFG signal (dots) together with the best fit (black lines)
according to the above function that accounts for all the interference
cross terms. In addition, we also plot (color-filled curves) the intensity
of each kth resonant contribution and its interference with the
nonresonant background, thus representing the deconvoluted intensity
modulations with respect to the nonresonant background, according
to the following function:
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Further details about the plots of the SFG data deconvolution can
be found in our previous work.23

NAP-XPS Experiments. Near-ambient pressure (mbar range) X-
ray photoelectron spectroscopy measurements were carried out at the
ISISS end-station of the Bessy synchrotron radiation facility at the
Helmholtz Zentrum Berlin (Germany).28 The same Ni(110) single
crystal used for the IR−vis SFG measurements was mounted on a
sapphire holder by means of Ta supports and screws. Temperature was
measured with a K-type thermocouple, and the sample was heated by
laser irradiation of its unpolished back face. After each reactivity
experiment, the Ni(110) surface was cleaned by standard cycles of ion
sputtering and annealing in high vacuum. The flux and pressure of the
gases introduced into the experimental chamber were handled by
means of mass-flow controllers and a motorized valve. Gas purity was
monitored using a quadrupole mass spectrometer. NAP-XPS spectra
were collected in normal emission geometry and binding energies were
calibrated with respect to the Fermi level. After normalization and
subtraction of a Shirley background,29 spectra were analyzed by least-
squares fitting of the data with Doniach-Šunjic ́ profiles,30 convoluted
with a Gaussian envelope to account for experimental resolution,
inhomogeneity, and thermal broadening. A very detailed and careful
analysis of the C 1s core level spectra was performed in order to obtain
a unique and reliable identification of the contributions originating
from different species. This was achieved by determining a single set of
line shape parameters that allowed optimal fitting of all the C 1s
spectra. Within this set, in order to reduce the number of degrees of
freedom, identical lineshapes were used for groups of similar species
(Lorentzian width and asymmetry) in the framework of a global fit
procedure, in which the whole data set was considered. Selected line
positions and Gaussian broadening profiles were let to vary in order to
account for effects associated with local surface reconstruction and
coadsorption depending on the chemical conditions, yielding small

Table 1. Energies of the Observed Vibrational Modes,
Comparison with the Literature, and Proposed Identification
of the Stable Speciesa

this work reference

value/range mode species value/range system

1927−1936 C−O str. COb bridge
(S1)

1874−194045,46 CO + H + C/
Ni(110)

1959−1988 C−O str. CO bridge 1840−198031,32 Ni(110)

1996−2007 C−O str. COb on-top
(S2)

2000−207045,46 CO + H + C/
Ni(110)

2018−2035 C−O str. COb on-top
(S3)

2000−207045,46 CO + H + C/
Ni(110)

2061−2088 C−O str. CO on-top 2000−209031,32 Ni(110)

2850 ± 5 C−H (s)
str.

CCH3−
ethylidyne

288351 Ni(111)

2935 ± 5 C−H
(as)
str.

CCH3−
ethylidyne

294051 Ni(111)

aAll values in cm−1 bCoadsorbed with other intermediates, observed
under reduction conditions.
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core level shifts (±0.2 eV) and/or inhomogeneity broadening. The
resulting binding energy values and/or intervals were assigned to
chemical species on the basis of literature data as reported in the text.

■ RESULTS AND DISCUSSION
Benchmark exposure of the Ni(110) surface to carbon
monoxide at 10−2 mbar in the 300−425 K range yields two
features in the C−O stretching region of the SFG vibrational
spectra (Figure 1), assigned to bridge (1982−1988 cm−1, dark

blue) and on-top (2073−2088 cm−1, light blue) adsorption
configurations, respectively, in agreement with both previous
literature,31,32 and core level photoemission data. The C 1s
spectra, (Figure 2, panel b) measured at 425 K in 10−1 mbar
CO, show indeed contributions at 285.4 and 285.8 eV,
attributed to bridge and terminal CO,33 respectively, while
the remaining three peaks at lower binding energy are
associated with surface or interstitial atomic carbon and
graphene domains as we shall see in the following. Interestingly,
in the SFG spectra a screening of the signal is observed
between 350 and 375 K, in analogy to CO adsorption on
Ni(111),34 yielding a decrease in the intensities. The
phenomenon is related to changes in the electronic part of
the SFG process, i.e., in a modification of the Raman tensor due
to coverage effects. In this temperature range, a CO-induced
(111) reconstruction of Ni(110) is expected at NAP

conditions,11,35 thus explaining the observed similarities with
the behavior of Ni(111). Heating to 425 K promotes carbon
monoxide decomposition (Figure 2, panel b), starting from
surface defective sites,7 to form carbon deposits (283.2−283.5
eV, depending on the reaction conditions, brown), and strongly
(284.5−285.0 eV, light yellow) and weakly interacting (284.0−
284.3 eV, yellow) graphene seeding domains.11,36 The C 1s line
position of the above species was found to vary within the
indicated intervals, depending on the chemical environment,
due to coadsorption and reconstruction effects. Indeed, the line
position associated with atomic carbon can shift accordingly as
already reported in the literature and is also related to surface-
bulk dissolution processes.37 At the low reaction temperatures
adopted in this work, the latter mechanisms are expected to be
in competition with the formation of graphene flakes. Graphene
extensive growth is expected to occur only at higher
temperature (above 700 K) on the basis of previous studies
where, however, thermal cracking of hydrocarbons or bulk
carbides were exploited as carbon sources.37,38 In our case, a
near-ambient pressure gas phase of coreactants like hydrogen
and carbon oxides is present, yielding a higher surface mobility
of the metal atoms and thus allowing for extensive surface
reconstruction processes already at 400 K as previously
observed by in situ X-ray diffraction techniques.35 Therefore,
the growth of both weakly and strongly interacting graphene
seeding flakes already at 425 K is plausible. The finite size of the
graphenic domains yielding intercalation of chemical species
like carbon monoxide at near-ambient pressure conditions may
finally account for the observed C 1s chemical shifts.39−41 A
summary of the vibrational energies and core level binding
energies of the stable species identified in the present work is
reported in Tables 1 and 2, respectively, together with the
assignment proposed on the basis of literature data. Further
heating above 425 K (not shown) in a CO environment leads
to the progressive accumulation of carbon, yielding graphene
growth, up to complete surface passivation.11

Exposure of Ni(110) to 10−2 mbar of CO2 yields dissociation
of the molecule into CO and O fragments and a lower CO
coverage with respect to the previous case (Figure 2, panel d vs
panel b, blue peaks). Atomic oxygen accumulates at the surface
yielding progressive oxidation and passivation of the metal (see
Supporting Information). This is in agreement with previous
observations reporting that, under reaction conditions, a careful
balance of CO and CO2 gas phase concentrations is needed to
prevent carbonization and oxidation of the surface,11 thereby
preserving its metallic character, which is related to the
conversion efficiency in the carbon dioxide reduction process.
Removal of surface oxygen by CO is necessary for keeping the
surface metallic (as surface oxygen removal is inefficient with
H2 due to the high activation barrier of the O + 2H → H2O
reaction).42

Coming back to the NAP-XPS, in addition to the fingerprints
of CO and C phases, two other features can be observed in the
C 1s spectra that were obtained during exposure of the Ni(110)
surface to CO2 at 10

−2 mbar at 425 K (Figure 2, panel d). The
first is the broad feature at 288.3−288.5 eV (red) that can be
attributed to carbonate,11,43,44 originating from the interaction
of CO2 with atomic oxygen species that stem from previous
CO2 dissociation. The second feature is a smaller peak at 286.6
eV (gray), which can be resolved with difficulty (see the
Methods section for details about the data analysis procedure):
this feature is more evident in the spectra collected under
hydrogenation reaction conditions reported in the following. It

Figure 1. IR−vis SFG intensity spectra in the C−O stretching region
collected in situ upon exposure of the clean Ni(110) surface to 10−2

mbar CO at selected temperature steps, increasing from bottom to
top; data (gray dots) and the results of the least-squares fitting (black
curves) are shown; color-filled curves represent deconvoluted intensity
modulations with respect to the nonresonant background. [λvis = 532
nm; p−p−p polarization].
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is associated with the presence of activated, chemisorbed CO2
−

species at the Ni(110) surface, on the basis of previous studies
of CO2 adsorption investigated by means of a combination of
XPS, high resolution electron energy loss spectroscopy,
scanning tunneling microscopy, and density functional theory
methods.10,13,14 It has already been proven both experimentally
and theoretically that this CO2

− species on Ni(110) is both a
precursor to dissociation into CO and O (RWGS mechanism)
and a reactive state that undergoes fast conversion in the direct
hydrogenation process (Sabatier methanation mechanism).12,15

When adding hydrogen to the feedstock the two CO2
conversion reactions are expected to proceed through parallel
routes. Hydrogenation of CO is also effective, as we shall see in
the following, and represents an alternative and parallel CO2
methanation route that involves RWGS, sequentially followed
by the methanation of CO. This interesting insight
corroborates information on γ-alumina supported Ni catalysts.3

With the addition of hydrogen, accumulation of oxygen (i.e.,
from the CO2 + H2 reaction) or carbon (i.e., from the CO + H2

reaction) still occurs, in analogy to the pure CO2 and pure CO
cases, respectively.11 This is evident from the O 1s core level
spectra (see Supporting Information). Proceeding in order and
starting from the CO+H2 case, the fingerprint of three
additional contributions to the C−O stretching vibrational
SFG spectra can be observed (Figure 3, left panel) in the
1927−1936 cm−1 (S1, brown), 1996−2007 cm−1 (S2, orange),
and 2018−2035 cm−1 (S3, pink) ranges. The S1 feature is
observed at low temperature also for the CO2 + H2 reaction
(Figure 3, right panel). In this latter case, however, oxygen
accumulates at the Ni(110) surface, thus passivating the surface
as soon as the temperature is raised (see Supporting
Information).11 This happens due to the slow oxygen reduction
by hydrogen at Ni,42 and to the faster rate of oxygen
production by the CO2 reduction reaction that is promoted
by hydrogen.12,15 In parallel, two additional peaks appear in the
C 1s core level spectra (Figure 2, panels a and c, light and dark
green) in the 283.7−284.0 and 284.1−284.6 eV ranges.

Figure 2. NAP-XPS C 1s core level spectra collected in situ upon exposure of the clean Ni(110) surface to CO (panel b) or to CO2 (panel d) at 10
−2

mbar, and under reduction conditions by adding H2 (pH2/pCO = 9, panel a, and pH2/pCO2 = 9, panel c, respectively) at 425 K and a total pressure of
10−1 mbar. The deconvolution (color) of the data (gray dots) obtained by means of least-squares fitting (black curves) is also shown. [hν = 450 eV].

Table 2. C 1s Core Level Binding Energies, Comparison with the Literature, and Proposed Identification of the Stable Speciesa

this work reference

value/range species value/range system

283.2−283.5 surface and dissolved carbon 283.2−283.811,36,37,47,57−59 Ni(111), Ni(110), Ni
283.7−284.0 CCH3−ethylidyne 283.9547 Pt(111)
284.0−284.3 graphene (weakly interacting) 284.0−284.411,36,37,47,57 Ni(111), Ni(110), Ni
284.1−284.6 CCH3−ethylidyne 284.3247 Pt(111)
284.5−285.0 graphene (strongly interacting) 284.5−284.811,36,37,47,57,58 Ni(111), Ni(110), Ni
285.4−285.5 CO bridge 285.333 Ni(111)
285.8 CO on-top 285.933 Ni(111)
286.6 CO2

− 286.212,13 Ni(110)
288.3−288.5 CO3

−−carbonate 288−28911,43,44 Fe(110), Ni(110)
aAll values in eV.
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The same spectral features appear also in the case where all
three gases are introduced at the same time as feedstock
(Figures 4 and 5). The phase relation of the SFG vibrational
resonances with respect to the nonresonant background (Δφk)
varies with temperature under reaction conditions (Figure 4)
due to modifications of the local geometric and electronic
structures of the system, yielding evident changes in the
spectral line shape. Both carbonate and chemisorbed carbon
dioxide species can be identified in the NAP-XPS spectra at
high CO2/CO partial pressure ratios (red and gray peaks,
respectively, in Figure 5, panel a). In Figure 6 we report the
positions of the spectroscopic lines identified in the C−O
stretching SFG data as a function of the surface temperature
(markers) in the 300−425 K range and as a function of the
CO2/CO partial pressure ratio in the gas feedstock. Dashed
lines indicate average values. It can be observed that there is no
overlap between the distinguished features, thus supporting the
effectiveness of the spectral deconvolution.
Finally, focusing on the C−H stretching vibration region, we

could detect contributions at 2850 ± 5 and 2935 ± 5 cm−1

(Figure 7). The signal-to-noise ratio is considerably worse than
in the case of the C−O spectra due to several reasons. First of

all, the dipole moment of C−H bonds is much lower with
respect to the case of C−O bonds, thus yielding a consistently
lower SFG signal. In addition, we remind that the SFG signal
intensity is proportional to the square of the adsorbate surface
density, at variance with other spectroscopic techniques where
this dependence is linear, thus making the detection of low
coverage species a challenge. Moreover, dipole effects can
strongly influence intensities. Nevertheless, the presence of two
distinct features separated by 85 ± 10 cm−1 is evident under
different reaction conditions.
At this point of the discussion, a complete picture of the

stable reaction intermediates requires a proper assignment of
the detected spectroscopic features to known chemical species.
Summarizing, three distinct C−O stretching modes (Si, i = 1−
3) have been observed in the SFG spectra besides the well-
known contributions due to bridge and on-top CO on nickel.
Moreover, two C 1s peaks appear under hydrogenation
conditions in the NAP-XPS core level spectra, in addition to
the features associated with atomic carbon, graphene domains,
carbon monoxide, carbon dioxide, and carbonate. Two peaks

Figure 3. IR−vis SFG intensity spectra in the C−O stretching region
collected in situ during the hydrogen reduction of CO (left panel), and
of CO2 (right panel) at a total pressure of 10

−1 mbar on the Ni(110)
surface for progressively increasing temperature (from bottom to top);
data (gray dots) and the results of the least-squares fitting (black
curves) are shown; color-filled curves represent deconvoluted intensity
modulations with respect to the nonresonant background. [λvis = 532
nm; p−p−p polarization].

Figure 4. IR−vis SFG intensity spectra in the C−O stretching region
collected in situ during the reaction of CO, CO2 and H2 at a total
pressure of 10−1 mbar on the Ni(110) surface for progressively
increasing temperature (from bottom to top); data sets corresponding
to two different CO2/CO pressure ratios are reported in the two
panels (left and right); data (gray dots) and the results of the least-
squares fitting (black curves) are shown; color-filled curves represent
deconvoluted intensity modulations with respect to the nonresonant
background. [λvis = 532 nm; p−p−p polarization].
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show up also in the C−H stretching region of the vibrational
data.
Starting from the lowest energy feature in the C−O

stretching domain (S1, 1927−1936 cm−1), we propose to
attribute it to CO species adsorbed in bridge configuration
close to other species such as carbon and hydrogen atoms.
Previous vibrational studies concerning thermal decomposition
of formic acid on Ni(110) via a stable formate intermediate
under UHV conditions report indeed coadsorption-induced
vibrational splitting of the CO modes, yielding a contribution
due to 2-fold carbon monoxide in the 1874−1940 cm−1

range.45,46 Very interestingly, a recent theoretical report about
the methanation reaction on nickel surfaces shows that the
presence of hydrogen significantly reduces the CO activation
barrier by causing a stretching of the CO bond as the CO-H
complex forms. A stable reactive CO intermediate in the CO−
H complex is proposed in the report, with a calculated C−O
stretching energy of 1888 cm−1.7 In this framework COH is
considered in chemical equilibrium with the CO−H
coadsorption phase under methanation conditions. However,
consistently with our results, the short-lived COH is not
expected to be present on the surface in detectable amounts.
The remaining CO species (S2, 1996−2007 cm−1; S3, 2018−

2035 cm−1) are instead associated with on-top configurations
interacting with coadsorbed H and C phases, in agreement with
previous infrared spectroscopy investigations under UHV
conditions.45,46 The observed shifts in the SFG spectra are
ascribed to a combined effect related to lateral interactions
between adsorbates. Coadsorption indeed changes the local
environment, thus changing the chemical bonding of carbon

Figure 5. NAP-XPS C 1s core level spectra collected in situ during the
reaction of CO, CO2 and H2 at a total pressure of 10−1 mbar on the
Ni(110) surface at 425 K. Data sets corresponding to two different
CO2/CO pressure ratios are reported in the two panels (a and b). The
deconvolution (color) of the data (gray dots) obtained by means of
least-squares fitting (black curves) is also shown. [hν = 450 eV].

Figure 6. Position of the vibrational spectral features in the C−O
region measured under reaction conditions in the 300−425 K
temperature range as a function of the CO2/CO partial pressure.
Dashed lines indicate average values, shown on the right side.

Figure 7. IR−vis SFG intensity spectra in the C−H stretching region
collected in situ during the reaction of CO, CO2 and H2 at a total
pressure of 10−1 mbar on the Ni(110) surface at 425 K for two
different CO2/CO pressure ratios (top and bottom). The best fit
(black) of the data (gray) is shown. [λvis = 532 nm; p−p−p
polarization].
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monoxide with the surface and the respective charge transfer,
which reflects in a different C−O internal bond strength. In
addition, dipole−dipole interactions due to coadsorption and
local coverage effects can also induce shifts in the stretching
frequencies.
Finally, the C 1s features at 283.7−284.0 eV and 284.1−

284.6 eV, together with the vibrational fingerprints in the C−H
stretching region, can be ascribed to a single, stable ethylidyne
surface species (CCH3). This tentative attribution is based on
previous C 1s core level spectroscopic data available on the
(111) terminations of Pt, Rh and Ir.47−50 The reported splitting
of about 0.4 eV between the peaks of the chemically
nonequivalent C atoms in the molecule is mainly ascribed to
their different interaction with the metallic substrate (coordi-
nation), rather than to the number of bonded hydrogen
atoms.47 Because of the crowding of our C 1s core level spectra
arising from the concomitant presence at the surface of several
chemical species, we are not able to determine the presence of
associated vibrational splitting features of the methyl group as
observed on Ir.49 The observed variation of the intensity ratio
of the two contributions (green) with reaction conditions is
ascribed to coadsorption and local geometry effects, yielding
core level shifts of the peak associated with the outer carbon
atom of the ethylidyne molecule. It has indeed already been
observed that the separation of the two ethylidyne peaks can
reduce down to less than 0.2 eV upon coadsorption with CO,50

thus overlapping in our case with the adjacent graphene
contribution. These effects, in combination with possible and
already reported strong photoelectron diffraction modulations
of the signal,50 in our case associated with changes in local
adsorption geometries, can therefore further support our
attribution. With reference to nickel surfaces, a stable
ethylidyne intermediate was previously obtained from the
reaction of ethylene, acetylene, and ethane with atomic
hydrogen on Ni(111).51 This CCH3 species was characterized
by means of electron energy loss spectroscopy under UHV
conditions, yielding fingerprints of the C−H symmetric and
antisymmetric stretching modes at 2883 and 2940 cm−1,
respectively, in rather good agreement with our observed values
(2850 and 2935, respectively). Ethylidyne was defined as the
most stable C2 species on Ni(111) in the presence of
coadsorbed hydrogen.51 Interestingly, ab initio and molecular
dynamics simulations of ethylene decomposition on Ni(111)
again support the stability of ethylidyne, especially in the
presence of coadsorbed hydrogen, as in the present case.52

Remarkably, no evident fingerprints of a formate intermediate
are observed, at variance with UHV low temperature
experiments of CO2 hydrogenation on Ni(110).12,15 Indeed,
in a previous study only a single vibrational C−H stretching
component due to formate was observed at 2944 cm−1 on
Ni(110).12 Two vibrational features were instead observed for
formate on Cu(110) at wavenumbers compatible with our SFG
spectra: the C−H stretch was assigned to a contribution at
2849 cm−1, while a peak at 2930 cm−1 was ascribed to the
combination of the asymmetric COO stretch and of the CH
deformation in Fermi resonance with the C−H stretch.53

However, formate, obtained from the hydrogenation of carbon
dioxide on Ni(110) as in the present case, contributes with a
peak at 288.0 eV in the C 1s spectra,12 which is not detected
here (Figure 2, panel c) thus reasonably excluding this molecule
as a candidate stable species. This evidence may indicate that a
hydrogen-assisted CO2 reduction and dissociation mechanism
is more favored with respect to hydrogenation to formate, thus

confirming previous data on Ni(110) under vacuum conditions
where energy barriers of 0.12 and 0.30 eV where calculated for
the two processes, respectively.15 The opposite picture is
instead found at copper surfaces, being the formation of a
hydrocarboxyl intermediate energetically more costly.54,55

An overall picture of the complex reaction network
developing at the Ni(110) surface can be derived, as depicted
in Figure 8, on the basis of the experimental observations: (i)

both carbon monoxide and dioxide can be hydrogenated; (ii)
the methanation proceeds through stable surface species that
have been identified, including metastable CO2

−, atomic and
graphenic C species, and possibly C2H3; (iii) CO2 can both
react with hydrogen (direct Sabatier process, yellow in Figure
8), or dissociate into CO and O (RWGS, cyan in Figure 8);
(iv) CO, upon adsorption from the gas phase or stemming
from the decomposition of carbon dioxide, can further
decompose into atomic carbon and oxygen or undergo
hydrogenation (CO methanation, pink in Figure 8) via a H−
CO complex associated with the S1 feature in the IR−vis SFG
spectra; (v) atomic oxygen is removed from the nickel surface
via fast reaction with carbon monoxide or by a much slower
reaction pathway with hydrogen to produce water; (vi) stable
species are adsorbed at the Ni surface since the graphene
domes are inactive toward adsorption as known from the
literature.39,40

In summary, the chemisorbed CO2
− species at the Ni(110)

surface plays a fundamental role both as a precursor in the
RWGS mechanism and as a reactive species that undergoes fast
conversion in the direct Sabatier methanation process. When
adding hydrogen to the feedstock the two CO2 conversion
reactions are proposed to proceed through parallel routes. Since
hydrogenation of CO is also effective, an alternative and parallel
CO2 methanation route involves RWGS, sequentially followed
by the methanation of CO, an interesting insight that
corroborates information on γ-alumina supported Ni catalysts.3

Future isotope-labeling experiments may provide further details
of the picture. Concerning the transferability of our results to
applicative reaction conditions, both pressure and material gaps
have to be considered. By exploiting the potential of NAP-XPS
and SFG spectroscopy we extended to near-ambient pressure
regimes the knowledge about this reaction previously obtained
under vacuum conditions. Still, the role of the gas phase
chemical potential may influence the actual phase of the metal
surface (oxidic or carbidic) when further raising the pressure.
With reference to the material gap, supported catalysts present

Figure 8. Qualitative scheme of the reaction network involving
RWGS, carbon monoxide methanation, and carbon dioxide (Sabatier)
methanation processes. Reaction stoichiometry is not considered for
simplicity.
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additional degrees of freedom. Therefore, finite-size effects of
the metal nanoparticles, interaction with the support (e.g.,
alumina), charge and chemical spillover should be considered
and investigated in detail.

■ CONCLUSIONS
The reduction of CO and CO2 by H2 on the Ni(110) single
crystal surface has been investigated in situ at NAP conditions
(10−1 mbar) by means of IR−vis SFG and NAP-XPS. Several
stable surface species have been observed. In particular, in
addition to atomic and graphenic C phases, five distinct CO
species are detected, highlighting the role of coadsorption
effects with H and C atoms, of H-induced activation of CO, and
of surface reconstruction. The presence of stable carbonate has
been demonstrated, originating from the interaction of gas
phase CO2 with atomic oxygen on the Ni surface due to the
dissociation of CO2 into CO + O. A metastable, activated CO2

−

species is also detected, being both a precursor to dissociation
into CO and O (reverse water−gas shift mechanism) and a
reactive species that undergoes conversion in the hydro-
genation process (Sabatier methanation mechanism). We
propose a tentative picture in which the two CO2 conversion
reactions proceed through parallel routes. In addition, since also
hydrogenation of CO is effective, an alternative and parallel
CO2 methanation route involves RWGS, followed by the
methanation of CO. Further kinetic investigations may be
needed to definitely confirm this view, which is however in line
with observations performed on Ni powder catalysts by means
of chemical transient kinetics methods.56 Finally, the stability of
ethylidyne is proposed on the basis of our spectroscopic
observations and comparison with previous literature.
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